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Abstract 

Recent decades have seen impressive progress in the development of autonomous 

technology, such as robots, drones, self-driving cars, and personal assistants. These intelligent 

agents are able to engage with their surrounding environment in increasingly sophisticated 

ways. However, as this technology becomes pervasive in society, its success hinges on 

effective and efficient collaboration with humans. To accomplish this, agents need not only 

understand the functional aspects of the task, but also the broader social context. Here, we 

first review relevant psychological theory explaining why and when humans treat agents in a 

social manner and are socially influenced by them. Second, we summarize experimental 

evidence showing the importance of verbal (e.g., natural language conversation) and 

nonverbal (e.g., emotion expressions) communication for successful collaboration between 

humans and agents. Third, we review recent work showing how perceptions of social group 

membership with agents influence cooperation. Fourth, we cover research on key individual 

differences – e.g., anthropomorphic tendency – shaping social interaction with agents. 

Finally, we identify open challenges and opportunities in this emerging field. 
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Social Factors in Human-Agent Teaming 

The last two decades have seen an explosion of interest in autonomous agents – such 

as robots, drones, self-driving cars, and home assistants – and the expectation is that these 

agents will become even more pervasive in society in the future (Bonnefon et al., 2016; de 

Melo et al., 2019; Stone, & Lavine, 2014; Waldrop, 2015). As autonomous technology 

becomes integrated into our personal, social, and professional lives, humans will have to 

engage with it often and, in many cases, rely on it to accomplish their goals. In fact, human-

agent teaming is expected to be critical to accomplishing the mission in increasingly complex 

and dynamic environments (Kott & Alberts, 2017; Kott & Stump, 2019). However, the 

success of these hybrid teams relies on a simple premise: humans will successfully 

collaborate with autonomous agents. But this premise should not be taken for granted. On the 

one hand, humans are very selective about with whom they cooperate, basing their decision 

on a multitude of factors including prior interaction, reputation, and shared group identity 

(Kollock, 1998; Rand & Nowak, 2013). On the other hand, many people may not trust 

autonomous technology, due for example to lack of experience and understanding of how it 

works (Gillis, 2017; Hancock et al., 2011; Lee & See, 2004). In this chapter, we review 

research supporting the argument that building machines that have appropriate social skills 

will encourage humans to treat them as social partners and, in turn, promote trust and 

cooperation in human-agent teams. 

Humans are inherently social creatures. Our beliefs are influenced by our social 

context (Manstead & Fischer, 2001), we influence and are influenced by others (Van Kleef et 

al., 2010), we communicate with others to share information and synchronize our actions 

(Orbell et al., 1988), and we distinguish those that belong to our social groups from those that 

do not (Crisp & Hewstone, 2007; Tajfel & Turner, 1986). Moreover, we often 
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anthropomorphize non-human others, and apply social heuristics learnt from interaction with 

other humans (Epley et al., 2007; Premack & Premack, 1995). Engaging in a social manner 

with non-human others supports intuitive explanations of others’ behavior and brings familiar 

guidelines to unfamiliar situations (Reeves & Nass, 1996). For these reasons, several 

researchers argued for the development of social agents that, on the one hand, display cues 

that promote social engagement from humans and, on the other hand, simulate appropriate 

social behavior, including verbal and nonverbal communication and adapt behavior to the 

social context (Bates, 1994; Breazeal, 2003; Cassell, 2000; Gratch et al., 2002; Leite et al., 

2013). 

In this chapter, we review research on social factors that shape human-agent 

collaboration. We first look at the importance of natural language communication. Second, 

we emphasize the importance of nonverbal communication – in particular, emotion 

expression – to promote cooperation between humans and agents. Third, we review 

experimental studies indicating that humans readily apply social groups to agents, though 

tending to perceive agents, by default, as belonging to an out-group. Fourth, we look at how 

an individual’s personality and traits shape their social interaction with agents. Finally, we 

discuss opportunities and challenges to the development of socially intelligent agents. 

Theoretical Foundations 

Following a series of experimental studies showing that people treated machines in a 

social manner (Nass & Moon, 2000; Nass et al., 1996, 1997, 1999, 2000), Nass and 

colleagues advanced a general theory for human-machine interaction – the media equation 

theory (Reeves & Nass, 1996). According to this theory, people will intuitively treat 

machines in social settings as if they were social actors. The idea is that humans carry social 

heuristics learnt in human-human interaction to human-machine interaction automatically. A 

strict interpretation of the theory further argues that any social effect we see among humans 
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could carry to human-machine interaction: “Findings and experimental methods from the 

social sciences can be applied directly to human-media interaction. It is possible to take a 

psychology research paper about how people respond to other people, replace the word 

‘human’ with the word ‘computer’ and get the same results” (Reeves & Nass 1996; pg. 28). 

Some of the studies supporting this view showed that people were polite to machines (Nass et 

al., 1999), formed positive impressions of machines perceived to be teammates (Nass et al., 

1996), and applied social stereotypes to machines (Nass et al., 1997, 2000). 

Blascovich et al. (2002), in contrast, proposed a more refined view – the social 

influence theory – which argues that machines are more likely to influence people, the higher 

the agency and realism of the machine. Agency increases with the perception that the 

machine is being controlled by a human; thus, an autonomous machine being controlled by 

algorithms would rank lower in this factor. Realism, or fidelity, relates to the photorealism of 

the machine (i.e., does it look like a human?),behavioral realism of the machine (i.e., does it 

behave like a human?), and the social realism of the machine (i.e., does it engage socially like 

a human?; Sinatra et al. 2021). According to this theory, it is possible to compensate for lack 

of agency by increasing realism. Studies in line with this view indicate that machines 

mirroring humans’ nonverbal behavior can increase rapport (Gratch et al., 2007), simulating 

emotion expression in machines can increase cooperation (de Melo et al., 2014), and 

photorealistic avatars that look like the user can increase compliance with an exercise regime 

(Fox & Bailenson, 2009). 

Evidence from the emerging field of neuroeconomics presents further evidence that, 

even though humans can treat machines in a social manner, there are still important 

differences in the way humans behave with machines vs. humans. This research shows that 

people can reach different decisions and show different patterns of brain activation with 

machines in decision tasks, when compared to humans. Gallagher et al. (2002) showed that 



To appear in Moallem A. (Ed.) Smart and Intelligent Systems, CRC Press (2021) 

Preprint Manuscript 

 

when people played the rock-paper-scissors game with a human there was activation of the 

medial prefrontal cortex, a region of the brain that had previously been implicated in 

mentalizing (i.e., inferring of other’s beliefs, desires and intentions); however, no such 

activation occurred when people engaged with a machine that followed a known predefined 

algorithm. McCabe et al. (2001) found a similar pattern when people played the trust game 

with humans vs. machines, and others replicated this finding using prisoner’s dilemma games 

(Kircher et al., 2009, Krach et al., 2008, Rilling et al., 2002). Sanfey et al. (2003) further 

showed that, when receiving unfair offers in the ultimatum game, people showed stronger 

activation of the bilateral anterior insula – a region associated with the experience of negative 

emotions – when engaging with humans, when compared to machines. de Melo et al. (2016) 

also showed that people made more favorable offers to humans than machines in various 

decision tasks and showed less guilt when exploiting machines. Overall, the evidence 

suggests that people experienced less emotion and spent less effort inferring mental states 

with machines than with humans. These findings are compatible with research showing that 

people perceive, by default, less mind in machines than in humans (Gray et al., 2007; Waytz 

et al., 2010). Denying mind to others or perceiving inferior mental ability in others, in turn, is 

known to lead to discrimination (Haslam, 2006) and can form the basis for out-group 

discrimination (Crisp & Hewstone, 2007; Tajfel & Turner, 1986), which could in some cases 

negatively impact human-agent team performance. In sum, even though there is increasing 

evidence that people are able to treat agents in a social manner, there is complementary 

evidence indicating that important differences remain. In the next sections, we describe 

mechanisms that support and encourage social interaction between humans and agents and, 

thus, help bring human-agent collaboration closer to what we see among humans. 

Verbal Communication 
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One of the most fundamental ways in which humans communicate with one another is 

verbally via natural language. This makes natural language a promising modality for human-

machine communication. Recent breakthroughs in cloud computing and machine learning 

techniques, combined with increased availability of large, well-annotated language corpora, 

have led to a dramatic uptick in research and development in the past decade, and in the 

widespread use of these technologies in everyday interactions. Natural Language Processing 

(NLP) technologies are more advanced – and more ubiquitous – than ever.  

Perhaps the most familiar natural language enabled systems today are smart objects in 

the home (e.g., Alexa) and language-enabled assistants, such as Siri, on mobile devices. In 

our pockets, millions of us carry an NLP-enabled agent that we team with to do web searches, 

place orders, get directions, and even tell jokes. Siri, and similar technologies like Alexa, rely 

extensively on web-based data to answer users’ questions and fulfill users’ requests. 

However, such technologies are not well suited to addressing physical tasks or reasoning 

about items or processes that require sensing the physical world. Siri can look up directions to 

a sporting goods store where you can buy a basketball, but Siri can’t find the basketball you 

already have stored in your closet. 

Physically situated reasoning is a difficult challenge for autonomous and NLP based 

systems, but progress is being made by uniting techniques (Gratch et al., 2015) used to 

develop non-physically-situated conversational agents (e.g., Rizzo et al., 2011; DeVault et al., 

2014; Traum et al., 2015) with robots and techniques to sense and navigate the real world 

(such as light-based ranging or image recognition technologies). One example is the Army 

Research Laboratory’s JUDI (Joint Understanding and Dialogue Interface) project which 

involved developing a natural language-enabled search and navigation robot that can respond 

to spoken commands from a remotely-located human teammate (Marge et al., 2016, Marge et 
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al., 2017, Bonial et al., 2017; Lukin et al., 2018). The system can take action in the physical 

world and reply with text-based natural language confirmations and requests for clarification.  

Even a remotely-located robot with no visualization of facial features or intended 

emotional expressions can be perceived as a social partner simply by interacting with human 

users (Reeves & Nass, 1996). Humans interacting with versions of the JUDI system, for 

example, expressed interest in naming the robot, gave it encouraging verbal feedback, and 

inquired about the robot’s gender (Henry et al., 2017; Pollard et al., 2018).  

Creating a natural language dialogue system requires understanding what humans will 

want to say to the agent. Language-based systems can be constrained, involving a limited 

number of pre-determined commands and queries which the machine or agent is built to 

understand. However, a more flexible and intuitive system can be constructed to allow 

humans to speak to the agent using whatever phrasing they wish. Minimally-constrained 

systems are more complex to build and often require extensive data collection to uncover, 

and account for, the wide diversity of verbal communication that humans may want to use 

with the system. This must be done so that the system can be built to accommodate this 

diversity. Humans can provide sample language during interviews or on questionnaires, or 

such data can be acquired by harvesting existing data in the wild such as from online chat 

language. A more direct and naturalistic way to collect data for some use cases is the Wizard 

of Oz method. This method encourages humans to interact with what they believe to be an 

autonomous agent. The human participant interacts with the agent as they would wish to, 

while a human researcher behind the scenes listens to (or reads) the language used and 

generates appropriate responses to act out through the “agent.” The human researcher behind 

the scenes thus performs tasks such as speech recognition (if spoken language is to be used), 

natural language understanding, and natural language generation in the place of what will 

eventually become an automated system. This “wizard” may also execute other functions to 
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eventually be performed by the autonomy (such as movement). A body of ecologically valid, 

application-specific human language samples, along with linked appropriate agent responses, 

can thus be collected before the envisioned autonomous system exists and can be used to then 

create the actual system. This method has been used fruitfully in the development of human-

agent natural language dialogue systems for a variety of applications, such as counselling 

(e.g., DeVault et al., 2014), museum and history reenactments (e.g., Traum et al., 2015), and 

for physically situated navigation for robots (Bonial et al., 2017; Lukin et al., 2018). 

 Building machine systems to understand natural human utterances is just one piece of 

the puzzle. On the other side of the interaction, machines or agents built to produce verbal 

communication must express themselves in a manner that humans can understand and in 

ways that engender an appropriate level of rapport or trust in the agent. Here, we discuss two 

key examples of language use patterns that affect user response and performance outcomes in 

human-agent interactions, focusing specifically on agents used explicitly for social purposes, 

such as teaching. 

Language style can influence a human’s perception of, and response to, an 

autonomous agent. Teaching agents that use conversational language as opposed to formal 

language are often perceived more positively and lead to better human performance from the 

interaction (e.g., learning gains). Conversational language uses personalized pronouns (e.g., 

“you” and “me”), colloquial phrasing, and/or slang terms, which should engender a stronger 

feeling of social presence, and potentially greater motivation or interest, when interacting 

with the agent (the personalization principle, Moreno & Mayer, 2004). Some studies have 

found the use of conversational style language by pedagogical virtual agents to result in 

greater learning or transfer gains across a variety of academic subjects (Moreno & Mayer 

2000; Moreno & Mayer 2004; Rey & Steib, 2013; Reichelt et al., 2014; Schneider et al. 

2015a; Schrader et al., 2018). In some studies, conversational language features were 
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associated with greater motivation (Kartal 2010; Reichelt et al., 2014) and greater interest 

(Kartal 2010). However, personalization can lead to worse performance in some cases (e.g., 

Kühl & Zander, 2017) or higher cognitive load (e.g., Kurt 2011), and users’ individual 

differences can play a role in how users respond to different language styles (Schrader et al., 

2018).  

While conversational language style can often be beneficial, research shows that it is 

also often beneficial for language to be polite. As with human-human verbal communication, 

agents that employ polite and face-saving (Brown & Levinson, 1987) language often yield 

improved human performance results. Polite, face-saving linguistic acts include the use of 

indirect wording or suggestions rather than direct wording or commands (e.g., Could you turn 

the page? or For more information, you can turn the page. vs. Turn the page.) The polite 

wordings help the receiver feel more as if they are exercising independent agency and 

personal control in completing the tasks. This can be particularly important when agents are 

providing feedback regarding human performance (Mikheeva et al., 2019). The use of a 

polite language style was found to facilitate performance gains in a variety of learning 

domains (Wang et al., 2008; Schneider et al., 2015b), led to users choosing to spend more 

time engaging more with the learning material (Mikheeva et al., 2019), and was found to be 

more natural and less stress-inducing in a conversational interview context (Gebhard et al., 

2014). However, users’ individual differences can influence the effects of polite agent 

language on outcomes (e.g., Wang et al., 2008; McLaren et al., 2011), and non-direct 

language can be problematic in some settings, such as with healthcare robots (Lee et al., 

2017). Additional research is needed to understand the various factors influencing human 

responses to agent politeness and conversational styles. The importance of individual 

differences and social group signifiers (e.g., accented speech, Khooshabeh et al., 2017) are 

discussed in separate sections of this chapter. 
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Nonverbal Communication 

Complementing research on verbal communication, there has been growing interest 

on the role of nonverbal signaling in facilitating collaboration (Boone & Buck, 2003; de Melo 

et al., 2014; Gratch & de Melo, 2019; Lerner et al., 2015; Tickle-Degnen & Rosenthal, 1990; 

van Kleef & Côté, 2018; van Kleef et al., 2010). Rapport is emblematic and refers to a social 

phenomenon that occurs when people are highly engaged with each other, focused, mutually 

attentive, and enjoying the interaction (Tickle-Degnen & Rosenthal, 1990). Two important 

components in establishing rapport are nonverbal responsiveness – e.g., listening behaviors – 

and mimicry – for instance, mimicking the counterpart’s posture. Establishing rapport has 

been shown to facilitate negotiation (Drolet & Morris, 2000), therapy (Tsui & Schultz, 1985), 

teaching (Fuchs, 1987), and caregiving (Burns, 1984), among others. Accordingly, human-

computer interaction researchers have attempted to establish rapport between agents and 

humans, in particular, through nonverbal behavior (Bailenson & Yee, 2005; Gratch et al., 

2006, 2007). Bailenson and Yee (2005) showed that mimicking agents were more persuasive 

and were rated more positively. Gratch et al. (2006, 2007) also showed that an agent that 

displayed listening behaviors – e.g., a nod in response to prosodic cues in the counterpart’s 

speech – led to more fluent conversation and received more positive ratings. 

One category of nonverbal signals, however, has received considerable attention due 

to its influence on human decision making and role in promoting cooperation: emotion 

expressions. In the last twenty years, there has been substantial experimental support for the 

interpersonal influence of emotion expressions in social decision making (for reviews see: 

Lerner et al., 2015; van Kleef & Côté, 2018; van Kleef et al., 2010), including effects on 

concession-making (van Kleef et al., 2004, 2006), emergence of cooperation (de Melo, 

Carnevale, Read, & Gratch, 2014), fairness (Terada & Takeuchi, 2017; van Dijk et al., 2008), 
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trust building (Krumhuber et al., 2007), and everyday life (Parkinson & Simons, 2009). 

Progress has also been made in understanding the pathways by which these effects operate. 

Broadly speaking, emotions can serve to evoke emotions in others via contagion (Lanzetta & 

Englis, 1989; Niedenthal et al., 2010) or can serve as information, revealing the experiencer’s 

mental state (de Melo et al., 2014; Manstead & Fischer, 2001; van Kleef et al., 2010). This 

latter path is particularly interesting as it suggests a mechanism whereby people are able to 

“read other people’s minds” by making appropriate inferences from other’s emotion displays 

(de Melo et al., 2014; Gratch & de Melo, 2019).  

There is general agreement among emotion theorists that emotions are elicited by 

ongoing, conscious or nonconscious, appraisal of events with respect to the individual’s 

beliefs and goals (Frijda, 1986; Scherer, 2001; Scherer & Moors, 2019). Different emotions 

result from different appraisals, as well as their associated patterns of physiological 

manifestation, action tendencies, and behavioral expressions. Expressions of emotions, 

therefore, reflect differentiated information about the expresser’s appraisals and goals. 

Accordingly, researchers have noted that emotions serve important social functions, including 

communicating one’s beliefs, desires, and intentions to others (Frijda & Mesquita, 1994; 

Keltner & Haidt, 1999; Keltner & Lerner, 2010; Morris & Keltner, 2000). In line with this 

view, Frank (1988, 2004) notes that emotion signals are ideal for identifying cooperators in 

society, especially since they tend to be harder to fake.  

Several studies have now shown that emotion expressions can shape cooperation. de 

Melo and colleagues (de Melo et al., 2014; de Melo & Terada, 2019, 2020) revealed that 

emotion expressions compatible with an intention to cooperate (e.g., joy following mutual 

cooperation and regret following exploitation) led to increased cooperation in the iterated 

prisoner’s dilemma. In contrast, emotion displays compatible with a competitive intention 

(e.g., joy following exploitation) hindered cooperation. These results emphasize the 
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contextual nature of the effects of emotion, with the same exact expression leading to 

opposite effects according to the context in which it was shown. de Melo and Terada (2020) 

further showed that the effect of emotion expressions combine in interesting ways with the 

effect of actions: when actions were ambiguous or insufficient to convey the individual’s 

intentions, the emotion signal became more relevant in the interaction; in contrast, when the 

counterpart’s actions were clearly indicative of an intention to compete, emotion expressions 

had no effect. van Kleef and colleagues (van Kleef, 2016; van Kleef & Côté, 2018; van Kleef 

et al., 2010) further articulated the impact of emotion signals in more complex settings, such 

as negotiation. For instance, anger in negotiation led to increased concessions, as receivers 

inferred high aspirations on the sender’s side (van Kleef et al., 2004). They further note 

several moderating factors – such as power and motivation to process information – on the 

effects of emotion expression on decision making (van Kleef, 2016). 

Emotion expressions have also been shown to enhance human-agent interaction 

(Beale & Creed, 2009). In the context of the prisoner’s dilemma, de Melo et al. (2009) 

showed that simulating facial expressions of emotion in an agent increased cooperation, when 

compared to an agent that showed no emotion. In follow-up work, de Melo et al. (2012) 

demonstrated that emotion expressions in agents also had the ability to hinder cooperation 

with humans, if they reflected competitive intentions (e.g., smile following exploitation). 

Moreover, several studies used experimental stimuli consisting of virtual faces – i.e., 

algorithms that simulate prototypical human facial expressions (de Melo, Carnevale, Gratch, 

2014) – to research the social effects of emotions and, thus, arguably already provide support 

to the plausibility of simulating emotion in agents to promote collaboration with humans. 

Finally, researchers noted that emotion expressions can be used to overcome negative biases 

people have with agents (more on this in the next section) (de Melo & Terada, 2019; Terada 

& Takeuchi, 2017). 
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Social Groups 

Humans often categorize others as belonging to distinct social groups, distinguishing 

“us” versus “them”, and this categorization influences collaboration as people are more likely 

to trust and cooperate with in-group than out-group members (Baillet, Wu, De Dreu, 2014; 

Brewer, 1979; Crisp & Hewstone, 2007; Tajfel & Turner, 1986). Social identities, however, 

are complex and multifaceted. In many situations, more than one social category (e.g., 

gender, age, ethnicity) may be relevant. On the one hand, context can prime one category to 

become more dominant (or salient) and effectively exclude the influence of others. On the 

other hand, social categories can be simultaneously salient and have an additive effect on 

people’s behavior (Crisp & Hewstone, 2007). These mechanisms based on multiple 

categories have, in fact, been proposed as the basis for reducing intergroup bias. 

Experimental research indicates that people also engage in social categorization with 

agents. Nass et al. (1997) showed that participants perceived computers according to gender 

stereotypes, assigning more competence to computers with a female voice than a male voice 

on the topic of “love and relationships.” Khooshabeh et al. (2017) showed that agents with 

voices with and without accent of the same culture, impacted perceptions of the 

appropriateness of the machine’s decisions in social dilemmas. Researchers further showed 

that participants were more likely to cooperate (de Melo & Terada, 2019; de Melo, 

Carnevale, Gratch, 2014) and trust (Nass et al., 2000) agents that had virtual faces matching 

the participant’s ethnicity.  

However, as noted in the Theoretical Foundations section, people tend to make more 

favorable decisions with humans than agents, thus appearing to treat agents as out-group 

members by default. Accordingly, researchers looked at the possibility of associating positive 

social categories to compensate for negative social categories associated with agents. de Melo 

and Terada (2019) showed that conveying a cue for shared cultural identity in agents – 
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through the ethnicity of the agent’s virtual face – was sufficient to mitigate this bias. de Melo, 

Carnevale, and Gratch (2014) further showed that creating a sense of belonging to the same 

team and sharing the same ethnicity could lead participants to be even more generous with 

agents than some humans. Complementary, de Melo and Terada (2019) showed that 

emotional expressions communicating affiliative intent (e.g., joy following mutual 

cooperation) could override initial expectations participants formed from social 

categorization. 

Individual Traits 

Individual differences influence social interactions. For example, a cross-cultural 

study of personality measured with the five-factor model found that Agreeableness and 

Conscientiousness were associated with quality of social interactions (Nezlek et al., 2011). 

Social Value Orientation is a relatively stable individual difference measure that describes the 

extent to which a person considers their own interests and the interests of others in their 

social interactions (Van Lange et al., 1997). Differences in social value orientation are 

associated with differences in negotiation behaviors (de Dreu & Van Lange, 1995). More 

rapidly changing individual differences, such as affective state, are associated with 

differences in social judgment (Forgas & Moylan, 1987). Although these examples come 

from studies of human social interaction, both the media equation theory (Reeves & Nass, 

1996) and social influence theory (Blascovich et al., 2002), discussed earlier, suggest that 

individual differences that affect social interaction with humans should also affect social 

interactions with sufficiently realistic non-human social agents. 

However, the extent to which findings from social psychology generalize to 

interactions with social agents might depend on the extent to which people treat agents as 

they would treat another person. The tendency to treat non-human animals and objects as 

human is called anthropomorphism (Epley et al., 2007), and individuals differ in the extent 
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they tend to anthropomorphize. Differences in anthropomorphic tendency are associated with 

differences in the extent to which people interact with non-human agents as they would with 

a human (Waytz et al., 2010). Anthropomorphic tendency appears to be somewhat stable, but 

situational factors also affect anthropomorphic tendency. People who are lonelier 

anthropomorphize more, and being reminded of close, supportive social relationships is 

associated with less anthropomorphizing behaviors (Bartz et al., 2016). Similarly, Shin & 

Kim (2020) replicated the relationship between loneliness and increases in 

anthropomorphizing behavior, and they found that inducing feelings of loneliness with a 

writing task led to more anthropomorphizing behavior compared to control. More research is 

needed to understand how individual differences in anthropomorphizing mediate 

relationships between other characteristics and behavior toward social agents. 

Studies of individual differences in social agent interaction can have practical utility, 

because social agents can potentially adapt to individual users’ characteristics to increase the 

probability of some outcome the agent’s designer prefers. Pedagogical agents (Sinatra et al., 

2021) have been designed to leverage knowledge about an individual student to optimize that 

student’s learning. As examples, PAL3 (Swartout et al., 2016) and GIFT (Sottilare et al., 

2012) are systems  that maintain a model of the student’s learning based on the student’s 

record of past activities, and they both can customize recommended activities based on a 

model of learning and forgetting to account for individual differences in background 

knowledge and learning speed. Both systems support delivering these recommendations via 

an onscreen agent. Other pedagogical agents have been designed to account for the learner’s 

cultural knowledge in delivering feedback and content in cultural interaction training (Lane & 

Wray, 2012). Although some work has been done to examine the utility of stable personality 

traits in learner modeling, inferring the learner’s characteristics from behavior might be a 

more promising approach (Abyaa et al., 2019). 
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Progress has been made in inferring human characteristics from behavior in the 

context of human/agent negotiation. For example, Sequeira & Marsella (2018) analyzed the 

offers humans made in the context of a structured human/agent negotiation task with the goal 

of discovering for each individual person a negotiating algorithm that reproduced the history 

of offers that person made. The characteristics of the best algorithms could be interpreted to 

summarize that person’s approach to the negotiation. The human negotiators’ social value 

orientation and Machiavellianism traits were also measured, and people with similar traits 

also had similar inferred algorithms. This illustrates an approach that could lead to 

negotiating social agents that learn a human partner’s true negotiating style and objectives, 

potentially enabling the agent to engage in more effective negotiations. 

In non-oppositional contexts, a social agent could request information about the 

human to enable it to more effectively interact. The field of social psychology has developed 

many well-validated questionnaires and other instruments from which reliable individual 

differences measures can be calculated. For example, there are stable, population-level effects 

of message framing on decision outcomes (Tversky & Kahneman, 1981). However, an 

individual difference measure called regulatory focus (Higgins, 1998) accounts for variability 

in subjective (Higgins et al., 2003) and objective (Files et al., 2019; Glass et al., 2011) effects 

of message framing in the context of risk communication and performance feedback, among 

others. These findings suggest that social agents could more effectively communicate with 

individuals if they leverage knowledge of the individual’s regulatory focus to appropriately 

frame messages about risk and opportunity.  

In summary, individual differences affect several aspects of human social interaction, 

and the extent to which those same differences affect interactions with social agents might 

itself depend on individual differences in anthropomorphic tendency. Despite these 

complications, using individual differences to personalize social agent interactions could 
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have big payoffs by creating a more effective experience. Progress has been made in 

identifying promising user characteristics on which to base agent customization, as has 

progress been made in inferring and measuring those characteristics. More research is needed 

to understand the complex interactions between user characteristics, social agent 

personalization, and interaction contexts to derive generalizable principals for effective 

personalized social agent interactions. 

General Discussion 

We have argued that endowing agents with social skills can promote collaboration 

with humans. We reviewed literature indicating that humans regularly use these skills when 

working with others to achieve common goals. Moreover, we reviewed theory and 

experimental findings suggesting that humans will readily engage in a social manner with 

agents, especially the higher the social skill displayed by agents. The argument, therefore, 

suggests that designers cannot afford to ignore the broader social context in human-agent 

teams. Just as in human-human interaction, building rapport, trust, and cooperation with 

humans requires agents to skillfully navigate this social context, above and beyond the (non-

social) functional aspects of the task.  

We, thus, offer the following guidelines for designing socially intelligent agents: 

 Engage verbally and nonverbally with human teammates: Communication 

between human and agent teammates can help ground the interaction, repair 

misunderstandings, and acknowledge mutual understanding through feedback cues. 

Nonverbal communication, especially through emotion expressions (de Melo et al., 

2014), can be particularly important in communicating to humans an intention to 

cooperate, build trust, and mitigate mistakes (e.g., displays of regret).  
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 Enhance perceptions of shared (social) group identity in agents: Humans are 

likely to treat social agents as if they were out-group members, but this can be 

overcome by emphasizing shared social group membership (e.g., same ethnicity or 

accent as human teammates; Khooshabeh et al., 2017) or overriding negative social 

groups through clear signals of affiliative intent (e.g., appropriate expressions of 

emotion; de Melo & Terada, 2019). 

 Adapt the agent’s behavior to the individual’s personality and traits: Agents that 

are able to customize their behavior to the individual’s specific traits are more likely 

to collaborate successfully. Agents, therefore, should seek to learn about their human 

teammates through pre-interaction subjective personality scales, continuous 

physiological monitoring, and inferences from their actions. Once a model of the 

teammate is available, the agent can choose the optimal strategy – e.g., if a teammate 

is perceived to have a cooperative social value orientation, the agent can engage in 

cooperation from the start; however, if the teammate is perceived to have a 

competitive orientation, the agent can engage in tit-for-tat behavior to encourage 

cooperative behavior. 

We, nevertheless, identify a few important open challenges to the successful adoption 

of socially intelligent agents: 

 Manage human teammates’ expectations: There is a longstanding debate in the 

robotics community about the so-called “uncanny valley” (Moris, 1970), which 

reflects a sudden shift in attitude, from empathy to revulsion, when the appearance of 

the robot begins to appear human-like while simultaneously failing to sufficiently act 

and look like a human. This uneasiness arises from the mismatch between the robot’s 

appearance and the expectations that it generates in humans engaging with it. 
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Similarly, with social agents it is critical that designers adjust the way social skill is 

expressed to the sophistication of the underlying model. For instance, it may be 

preferable to have a more robotic voice, rather than create the expectation that an 

agent is able to engage in open-ended conversation. This issue is particularly 

important as research suggests that people are more reluctant to trust autonomous 

machines given the lack of experience and understanding about how it works (Gillis, 

2017). It is, therefore, essential to continuously manage the expectations in human 

teammates and help them form the correct mental model about the agents’ (social) 

capabilities. 

 Ethical considerations: The ability to exert social influence in humans is powerful, 

but potentially dangerous. Recently, there’s been much discussion on the ethics of 

using technology that is able to perceive people’s emotional states (Greene, 2019). 

There are concerns, on the one hand, about the accuracy of these algorithms and, on 

the other hand, about the appropriateness of engaging in emotion perception without 

the user’s consent. Similarly, social agents will be able to make inferences about 

people’s mental and affective states (e.g., is the individual trying to cooperate? Is the 

individual angry?) and engage in behavior to change those states (e.g., express regret 

to reduce anger and promote cooperation). However, when is it appropriate to engage 

in this type of social manipulation, especially since often its effect is subconscious? 

Moreover, unlike humans, it is trivial for agents to fake social signals and, thus, steer 

humans’ behavior towards its own interests. These are not easy issues, and it is 

beyond the scope of the paper to solve them; however, it is important to acknowledge 

them, engage in cross-disciplinary debate, and encourage the ethical development of 

social agent technology from the start. 
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Socially intelligent agents promise to enhance the efficacy and efficiency of hybrid 

teams. They add a missing dimension to most current agent technology and bring human-

agent collaboration closer to the kind of collaboration we see among humans. Moreover, 

because these agents can be designed from the ground up to optimally simulate social skill, if 

used ethically, they introduce a unique opportunity to create a more collaborative society. 
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